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[bookmark: _heading=h.g7yxipn3g2ut]PROFESSIONAL SUMMARY:
· Over 9 years of professional IT experience as a Senior Data Engineer with a focus on Google Cloud Platform (GCP), Azure & AWS Cloud Services.
· Proven track record in managing Google Cloud Platform (GCP) services to optimize data workflows and enhance data-driven decision-making.
· Implemented Redpoint Global Customer Data Platform (CDP) to unify customer data across multiple channels, improving data accuracy and enabling real-time personalization.
· Experience in overseeing data movement, governance, and integration for large-scale enterprise systems.
· Good experience with Azure services like HDInsight, Stream Analytics, Active Directory, Blob Storage, Cosmos DB, and Storage Explorer.
· Implemented fine-grained IAM roles in GCP for Dataflow, BigQuery, and Cloud Storage, ensuring least-privilege access principles.
· Implemented IDQ workflows for data profiling, standardization, and deduplication, improving data quality scores by 30%.
· Hands-on experience on Hadoop, HDFS, Hive, Sqoop, Pig, HBase, Oozie, Flume, Spark, MapReduce, Cassandra, Zookeeper, YARN, Kafka, Scala, PySpark, Airflow, Snowflake, SQL, Python.
· Automated routine DBA tasks using Shell/PowerShell/Python scripts, reducing manual workload by 60%.
· Experience in large-scale application development using Big Data ecosystem - Hadoop (HDFS, MapReduce, and Yarn), Spark, Kafka, Hive, Impala, HBase, Sqoop, Pig, Airflow, Oozie, Zookeeper, Ambari, Flume and Nifi.
· Experience in Azure Cloud, Azure DevOps, Azure Data Factory, Azure Data Lake Storage, Azure Synapse Analytics, Analytical services, Cosmos NO SQL DB, HD Insight Big Data Technologies (Hadoop and Apache Spark) and Data bricks.
· Trained and deployed AI models on cloud platforms like AWS SageMaker, Azure Machine Learning, or Google Vertex AI.
· Involved in the development of real-time streaming applications using Kafka, PySpark, and Apache Flink, on distributed Hadoop Clusters.
· Experience in Data Modeling, Database Design, SQL Scripting, Development, and Implementation of Client - Server & Business Intelligence (SSIS, SSAS, SSRS) applications.
· Experience with integrating Splunk for real-time log analytics and monitoring data on Splunk dashboards.
· Experience in Hadoop framework and Big Data Analytics tools such as Hive, MapReduce, and Spark
TECHNICAL SKILLS:
	Terminologies
	ETL Tools (AWS Glue, Oracle Data, Integrator, Informatica, DataStage), Postgres, PL/SQL Stored Procedures, Python Scripting / Groovy Syntax, Azure Databricks, Agile Methodology & Scrum, Data Movement & Integration, System Replication & Data Management, Advisory & Mentoring Skills.

	ETL Tools
	AWS Glue, Oracle Data Integrator, Pyspark,  Informatica, IBM DataStage

	Cloud Technologies and Services
	Microsoft Azure – Azure Databricks, Data Lake, Blob Storage, Azure Data Factory, SQL Database, SQL Data Warehouse, Microsoft Fabric, Cosmos DB, Azure Active Directory).
Google Cloud Platform (GCP) - Cloud Storage, Cloud Functions, Pub/Sub, Cloud Scheduler, Cloud Run, Cloud SQL, GCP APIs & SDKs.
Amazon AWS - EMR, EC2, EBS, RDS, S3, Athena, Glue, Elasticsearch, Lambda, SQS, DynamoDB, Redshift, Kinesis.

	Databases
	MySQL, PostgreSQL, Oracle, MongoDB, DynamoDB, Cosmos DB, SQL server

	Others
	Apache Airflow, Git, Git Hub, Splunk, DAGs, Kafka


PROFESSIONAL EXPERIENCES                                                                                                                                                                                      State Farm - Bloomington, IL                                                                                                                               Jun 2024 to Present        Sr. Big Data Engineer 
  
  Responsibilities:

· Built data quality dashboards to track KPI metrics like completeness, accuracy, and consistency using IDQ and Databricks SQL.
· Experience in creating fact and dimension model in MS SQL server and Snowflake Database utilizing Cloud base Matillion ETL tool.
· Utilized PySpark, SQL, and Python to create reusable and modular transformation scripts for diverse data processing needs
· Managed IAM policies across multiple GCP projects, standardizing access control and reducing misconfigurations by 40%.
· Expertise in Azure Data Lake Storage Gen2 architecture, including hierarchical namespace, access control, and data organization strategies.
· Extensively used Databricks spark, Pyspark, Delta lake with python Synapse and Jupyter notebooks for Data Analytics.
· Demonstrated expert-level technical capabilities in areas of Azure Batch and Interactive solutions, and operational zing Azure Data Lakes (ADLS), Azure IoT, Copilot end-to-end, MS Fabric, and Azure Cloud Analytics solutions.
· Applied polymorphic pattern in MongoDB schema design to support multiple entity types within a single collection.
· Designed data ingestion workflows using Apache Airflow, Spark, and AWS Glue to feed clean, labeled data into GenAI pipelines.
· Integrated Matillion with various cloud services, including AWS S3, Azure Blob Storage, and Google Cloud Storage, to facilitate seamless data movement.
· Developed and optimized customer journeys within Redpoint Interaction, ensuring targeted, personalized communication across email, SMS, and web.
· Used Redpoint’s visual interface to develop complex ETL workflows, reducing manual coding by 70% and significantly accelerating time-to-insight.
· Proficient in designing and implementing scalable data lake solutions using ADLS Gen2 for structured, semi-structured, and unstructured data.
· Used different AWS Data Migration Services and Schema Conversion Tool along with Matillion ETL Tool.
· Collaborated with data engineering teams to build ETL pipelines for seamless integration of structured and unstructured customer data into the Redpoint ecosystem.
· Configured data quality and governance frameworks in Redpoint to ensure compliance with GDPR, CCPA, and other data privacy regulations.
· Integrated Kafka and Spark Streaming for real-time data ingestion, storing results in Cassandra for high-performance querying.
· Developed generative AI applications using OpenAI API (GPT-4, Codex) for content creation, summarization, and chatbot development.
· Used MC simulation to evaluate Credit Valuation Adjustment (CVA) and Potential Future Exposure (PFE) for OTC derivatives.
· Skilled in data ingestion and ETL/ELT pipelines integrating ADLS Gen2 with Azure Data Factory (ADF), Databricks, Synapse, and Power BI.
· Integrated and managed data ingress from on-premises systems and other cloud sources using Synapse Integration Runtimes (Self-Hosted/Azure).
· Utilize Matillion and AWS Redshift for DW enactment of Epic Data Warehousing concept in Snowflake database.
· Built and maintained Delta Lake tables on Azure Databricks to ensure ACID compliance and enable time-travel operations.
· Developed data transformation workflows, including JSON flattening and XML processing, using Spark DataFrames.
· Designed scalable AI microservices using FastAPI/Flask and deployed to Kubernetes clusters for production inference.
· Proficiency in Azure CLI, PowerShell, and Python SDK for ADLS operations (upload, download, copy, permissions, etc.).
· Developed custom transformation logic in Synapse Pipelines using Mapping Data Flows to perform code-free ETL, reducing development time by [X] hours per week.
· Used different AWS Data Migration Services and Schema Conversion Tool along with Matillion ETL Tool.
· Implemented robust error handling and logging within Synapse Pipelines using Azure Monitor and Log Analytics to ensure high data pipeline reliability and traceability.
· Worked closely with Cozeva support and development teams to troubleshoot technical issues, request custom reports, and improve system performance.
· Developed end-to-end data pipelines leveraging ADLS Gen2 as the central data lake for ingestion, transformation, and analytics.
· Developed and optimized ETL workflows using Microsoft SSIS to integrate and transform data from various sources into Azure SQL databases, ensuring efficient data movement and transformation for downstream reporting and analysis.
· Processed massive datasets (up to [X] billion records) using Synapse Spark Pools with PySpark/Scala notebooks for complex data transformations and feature engineering.

Healthfirst - NYC, NY                                                                                                                      Apr 2023 to May 2024
Sr. Azure Data bricks Developer
Responsibilities:
· Built and maintained Hadoop and Hive clusters for healthcare data processing, handling large volumes of claims and member data, optimizing query performance by 40%.
· Built SMART on FHIR applications leveraging OAuth 2.0 and OpenID Connect for secure, patient-authorized access to EHR data.
· Worked with Spark for improving performance and optimization of the existing algorithms in Hadoop using Spark Context, Spark-SQL, PySpark, Pair RDDs, Spark YARN, and Spark MLlib.
· Implemented data quality checks, version control, and schema evolution within ADLS Gen2–based storage zones (Raw, Curated, Gold).
· Developed ETL workflows to ingest and parse C-CDA XML documents (Discharge Summary, Progress Notes, CCDs).
· Deployed and developed various data pipelines extensively and intricately harnessing the power of C# .NET, MS Fabric, Azure Data Factory.
· Automated IAM policy assignments using Terraform and Cloud Deployment Manager to support Infrastructure as Code (IaC).
· Designed and implemented data ingestion pipelines to parse and normalize HL7 v2.x messages (ADT, ORM, ORU, MDM) for downstream analytics.
· Developed and deployed Spark jobs in Synapse for large-scale data cleansing and validation, significantly improving data quality for down-stream analytics and ML models.
· Built and optimized data ingestion workflows with Delta Live Tables (DLT) for real-time analytics and AI training datasets.
· Utilized HAPI FHIR server to build, host, and manage scalable FHIR-compliant APIs for healthcare platforms.
· Built custom HL7 interfaces for hospital EMR systems using Mirth Connect, Cloverleaf, or Rhapsody.
· Applied MC techniques to model interest rate curves and compute Expected Positive Exposure (EPE) for swap portfolios.
· Designed complex SQL queries and optimized database schemas to support large-scale data analysis for healthcare analytics.
· Developed robust FHIR query logic using FHIRPath and SearchParameters to retrieve specific clinical and administrative data efficiently.
· Extensively used Data bricks spark, Pyspark, Delta lake with python Synapse and Jupyter notebooks for Data Analytics.
· Worked extensively on Azure Databricks to build high-performance ETL pipelines and enable data engineering workflows.
· Deployed and managed Dataproc clusters for scalable Spark and Hadoop workloads on GCP.
· Built transformations to convert C-CDA XML into FHIR resources for data interoperability initiatives.
· Developed Python-based HL7 parsers to convert message segments into structured JSON or relational formats.
· Integrated IDQ services with Databricks to automate quality checks during ETL processes.
· Automated customer lifecycle processes such as onboarding, retention, and re-engagement campaigns within Redpoint.
· Utilized incremental data loads and CDC techniques in MS Fabric, ensuring real-time data synchronization across Lakehouse and Warehouse systems.
· Developed and trained machine learning models in Azure Databricks using MLflow for experiment tracking and model registry.
· Create and develop data load and scheduler process for ETL jobs using Matillion ETL package.
· Validated FHIR resources against conformance profiles to ensure standards compliance and interoperability.
· Utilized Azure Databricks for advanced analytics, employing PySpark to process large datasets and derive actionable insights from customer behavior.
· Conducted Monte Carlo simulations to forecast loan prepayment behavior under various macroeconomic scenarios.
· Automated HL7 ACK/NACK handling and error logging to improve message delivery reliability.
· Managed data governance and lineage through Unity Catalog, ensuring secure and compliant AI data operations.
· Integrated Synapse Spark Pools with Azure Machine Learning for model training and scoring directly within the analytics workspace, reducing data latency.
· Automated IDQ job execution through scheduling tools (Control-M, ADF, or shell scripts) for daily batch validation.
· Integrated RESTful FHIR APIs into enterprise healthcare applications to facilitate seamless access to clinical data in real-time.
· Integrated HL7 feeds with FHIR APIs to support interoperability and modern healthcare data exchange.
· Conducted a Proof of Concept on Microsoft Fabric to evaluate its OneLake and Lakehouse features and implemented Lakehouse Federation strategies to unify data access across disparate sources.
· Skilled in big data technologies, including Spark, PySpark, Hadoop, and MapReduce, and expertise in data processing frameworks like Dataflow and Impala.
· Partnered with marketing and IT teams to translate business requirements into Redpoint technical configurations, ensuring smooth campaign execution.
· Used GRC tools (Governance, Risk, Compliance) to track hygiene issues and remediation efforts across infrastructure teams.
· Converted Hive queries into PySpark transformations using PySpark RDDs and Data Frame API.
Utilized Pandas for data merging, filtering, and aggregation, improving the accuracy and efficiency of healthcare data quality checks.
· Work related to downloading BigQuery Databricks into pandas or Spark data frames for advanced ETL capabilities.
· Performed data mapping and transformation between FHIR and legacy healthcare data formats including HL7 v2 and CDA.

Client: Regions Bank, Birmingham, AL                                                                                        Jun 2022 to Mar 2023
Role: Sr. Database Developer

Responsibilities:
· Managed data movement using AWS Glue, Oracle Data Integrator, and Informatica, facilitating seamless data integration between systems.
·    Conducted proactive RCA for potential system bottlenecks, improving application performance by up to 20% with preemptive optimizations.
· Conducted a Proof of Concept on Microsoft Fabric to evaluate its OneLake and Lakehouse features and implemented Lakehouse Federation strategies to unify data access across disparate sources.
·    Set up access control and workspace permissions in Azure Databricks using role-based access control (RBAC).
· Utilized RCA data to identify key areas for preventive maintenance, reducing system failure frequency by 15%.
· Implemented Hadoop-based data lakes and used Hive for querying massive datasets, resulting in enhanced reporting for internal teams.
· Integrate Redpoint solutions with Customer Data Platforms (CDP) to unify customer profiles and enable real-time decisioning.
· Worked on the Google Cloud platform (GCP) services like compute engine, cloud load balancing, cloud storage, cloud Sql, stack driver monitoring and cloud deployment manager.
· Done the migration of a complex Teradata Data Warehouse to Google Cloud Platform, ensuring minimal downtime and data integrity.
· Integrated LLMs and Generative AI solutions using OpenAI APIs and vector databases (Pinecone, FAISS) on Databricks.
· Designed Python scripts with Pandas and NumPy for data extraction, transformation, and analysis of financial transaction data, streamlining ETL processes.
· Delivered AI solutions that reduced processing time by 60%, improving business intelligence and automation outcomes.
· Delivered cloud modernization and migration projects using latest MS Fabric, Databricks Runtime, Delta 3.x, Spark 3.x, and Azure DevOps.
· Created and maintain MLOPS in Devops\GIT repo to automatically retrain our machine learning models.
· Built and optimized data ingestion workflows with Delta Live Tables (DLT) for real-time analytics and AI training datasets.
· Manage and maintain data pipelines using AWS Redshift, S3, EC2, and AWS Glue for ETL operations and large-scale data processing.
· Used AutoML in Azure Databricks to fast-track model experimentation and evaluation.
· Created and managed data streams and tasks in Snowflake to automate real-time data processing.
· Leveraged Snowflake's scalable architecture to handle large-scale data processing and analytics workloads.

Client: One America, Indianapolis, IN                                                                                        Jan 2022 – May 2022
Data Bricks Developer

Responsibilities: 
· Experience in developing Spark applications using Spark-SQL for data extraction, transformation, and aggregation from multiple file formats.
· Worked on AWS EC2, EMR and S3 to create clusters and manage data using S3.
· Developed ETL Pipelines using Apache PySpark - Spark SQL and Data Frame APIs.
· Introduced Groovy-based scripting to automate data validation and transformation tasks, reducing manual intervention and minimizing errors.
· Ingested incremental/full load data from Teradata, SQL server etc from various sources to S3 using Spark JDBC connection.
· Collaborate with cross-functional teams including marketing, analytics, and data science to deliver actionable insights and campaign performance dashboards.
· Developed, maintained multiple Kafka producers and consumers as per the business requirement.
· Write Databricks notebooks (Python) for handling large volumes of data, transformations, and computations to operate with various types of file formats.
· Conducted performance tuning and optimization of GCP data services, resulting in reduced query times and cost savings.
· Migrated legacy ETL workloads from SSIS/Oracle to Azure Databricks, reducing execution time by over 70%.
· Created Athena, Hive external tables using s3 files and created partitioned data for ad hoc analysis.
· Responsible for managing incoming data from various sources and involved in HDFS maintenance and loading of structured data.
· Configured AWS Databricks with S3, Glue, and Redshift for cloud-native ML and AI applications.
· Developed the batch scripts to fetch the data from AWS S3 storage and do required transformations in Python using Spark framework.
· Data Ingestion to at least one Azure Services - (Azure Data Lake, Azure Storage, Azure SQL, Azure DW) and processing the data in In Azure Databricks.
· Built S3 buckets and managed policies for S3 buckets and used S3 bucket and Glacier for storage and backup on AWS.
· Containerized and deployed AI workloads using Docker and Kubernetes, orchestrated via Databricks Jobs.
· Using the Sqoop framework to load batch process data from distinctive data sources into Hadoop.
· Operated on the transformation layer using Apache Spark RDD, Data frame APIs, and Spark SQL and applied various transformations and aggregations provided by the Spark framework.
· Used cloud shell SDK in GCP to configure the services Data Proc, Storage, BigQuery
· Acted on Spark integration with Hive and DB2 at ingestion layers to work with different file formats like Parquet, JSON.
· Led the implementation of a lakehouse architecture using Azure Databricks, combining data lake flexibility with warehouse performance.
· Delivered AI solutions that reduced processing time by 60%, improving business intelligence and automation outcomes.
· Work closely with business stakeholders to translate marketing requirements into scalable Redpoint solutions.

Client: Travel port, Mumbai, India.                                                                                                      Jan 2019 – Jul 2021
Role: Data Engineer

Responsibilities:
· Proficient in using Python libraries such as Pandas, NumPy, and SciPy to manipulate, analyze, and transform data efficiently. Created comprehensive process flowcharts and diagrams using Microsoft Visio to visualize data workflows and business processes.
· Leveraged Python programming for data manipulation, analysis, and visualization, utilizing libraries such as pandas, NumPy, and Matplotlib to process and present data effectively.
· Migrated legacy batch ETL processes from on-prem to GCP Data Fusion, improving runtime by 60%.
· Provided data Interpretation and analysis using statistical techniques in SAS. 
· Analyzed Kafka cluster performance metrics to optimize data ingestion and consumption processes for efficiency.
· Created interactive and informative data visualizations using tools like Tableau or Power BI to communicate findings and insights derived from Snowflake data. 
· Ensure data quality, governance, and compliance across marketing data workflows and integrated systems.
· Proficient in creating visually appealing and insightful data visualizations using Tableau, such as charts, graphs, dashboards, and maps.
· Proficient in utilizing AWS data storage services like Amazon S3 for scalable and cost-effective storage of large datasets.
· Developed scalable data pipelines using Azure Databricks for data ingestion, transformation, and storage.
· Created and maintained complex Excel spreadsheets and pivot tables to perform data analysis, including data cleansing, aggregation, and visualization. Designed and optimized MySQL queries and databases to extract, transform, and load (ETL) large datasets for analysis.
· Utilized SAS software to perform advanced statistical analysis, predictive modeling, and data mining on large datasets.
· Capable of performing statistical analysis and hypothesis testing in Python, using libraries like SciPy and Stats Models.
· Developed system standards, architecture, scenarios, detailed screen specifications and documented logical and physical data mode.
· Integrated Kafka connectors with Pub/Sub for hybrid data ingestion between on-prem and GCP.
· Proficient in writing and optimizing SQL queries within the Snowflake Datawarehouse to extract meaningful insights from complex data sets efficiently. 
· Designed and executed ETL/ELT workflows in Azure Databricks using PySpark and SQL to process large volumes of structured and semi-structured data.
· Demonstrated ability to design and implement data ingestion pipelines using AWS Glue or AWS Data Pipeline, ensuring data quality and reliability.
· Capable of connecting Tableau to various data sources, including databases, spreadsheets, and cloud-based platforms, for seamless data integration. 
· Integrated Kafka connectors with Pub/Sub for hybrid data ingestion between on-prem and GCP.
· Performed data extraction, transformation, and loading (ETL) between systems using SQL tools such as SSIS.
· Proficient in integrating Python with SQL databases, utilizing libraries like SQL Alchemy or connecting directly using Pandas to fetch, manipulate, and analyze data. 
· Implemented several DAX functions for various fact calculations for efficient data visualization in PowerBI.
· Design and implement data engineering, ingestion and curation functions on AWS cloud using AWS native or custom programming. 
· Utilized PowerBI gateway to keep dashboards and reports up to-date with on premise data. 
· Created PowerBI dashboard and generated reports using the SQL server tables as source.
Environment: Power BI, SQL, AWS, Hadoop, Snowflake, Tableau, Hive, Spark, Kafka, Excel,Pandas, NumPy, SciPy,Power BI, MS SQL Server, Python, Oracle.

Accenture - Hyderabad, IND                                                                                                           APR 2016 to Nov 2018
Data Analyst

Responsibilities:
· Developed ETL solutions, ensuring efficient data processing and transformation.
· Designed optimized reporting tables and views, improving data accessibility for business users.
· Implemented incremental loading strategies for fact tables, ensuring daily updates and efficient data refresh.
· Provided daily support for user queries and database issues, ensuring minimal disruption to business operations.
· Developed automated data validation and reconciliation processes, improving data accuracy and integrity.
· Actively involved in business requirements gathering, analysis, and design of ETL processes.
· Optimized Apache Spark workloads in Azure Databricks to reduce processing time and improve cluster efficiency.
· Designed multi-region data architectures for disaster recovery and high availability across GCP regions.
· Created SQL scripts and queries to extract, transform, and load (ETL) data from source to destination databases.
· Utilized SQL Server to perform data operations, optimizing performance and efficiency.
· Designed and implemented ETL processes to integrate data from Navision database to SQL Server database.
· Created Detailed Design Documents (DDD), covering all possible UI and functional scenarios.
· Explored system tables and relational databases used as data sources for Power BI reports.
· Developed multiple SSRS reports for tourism analytics, including Daily Collection Reports, Levy Projections, and Certificate Generation.
· Integrated Azure Databricks with Power BI for real-time and batch reporting solutions.
· Installed and configured report database servers, ensuring smooth BI reporting operations.
· Created interactive Power BI reports, enhancing data visualization and decision-making.
· Developed various Power BI dashboards for supply chain analytics, using Clustered Charts, Stacked Charts, Bar Charts, and Tables.
